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ABSTRACT 

 

ARTICLE INFO 

Addressing the issues of People with Hearing and Vocal Impairment through a single 

aiding system is a tough job. A lot of work in modern day research focuses on 

addressing the issues of one of the above challenges but not all. The work focuses on 

finding a unique technique based on the machine learning that aids the mute by letting 

them hear what is represented as text and its sound. The proposed system achieved the 

technique that takes the sign image through a web camera and applies to the image 

processing then analysis what exactly want to the mute people at end the text available 

to voice signals. All these three solutions were modulated to be in a single unique system. 

All these activities are coordinated using the Ubuntu system using python. The vocally 

impaired people are helped by the process in which the image to text and text to speech 

is given using machine learning. It would take sign language as input which would 

display result not only in the form of text, it would display the corresponding image. 
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I. INTRODUCTION 
 

Approximately 285 million people are judged to be 

visually impaired worldwide in which 39 million are 

blind and 246 are said have low vision. Approximately 

90% of this world’s vocally impaired is from the 

dispirited income people and 82% of people living 

with blindness aging persons and above. The numbers 

of people visually impaired from eye related diseases 

have been brought down in the past 20 years according  

to global estimated work. In which 80% of all visual 

restitution can be prevented or cured. India is 

considered to be the home for the world’s largest act of 

blind people. In this world, about 37 million are blind, 

in which 15 million are from India. There are so many 

researches have been getting along in this universe, but 

the visual impairment could not be broken for good. In 

lodge to facilitate these people we have developed the 

assistive device for blind people who does not want 

the assistance of other neighbors. Dumber people can 

simply tilt the message by sign language which could 

not be understandable by other people. In resolving 

these difficulties with visually and vocally impaired  

 

 

people we have used the sign image to the system and 

generate the voice. By this device we provide the 

solution for blind, deaf and dumb people. For blind 

people the image is converted to voice by using 

Tesseract software, the deaf people received their 

content by message as soon as the opposite person 

speaks out it displayed as a message. The dumb 

persons conveyed their message through text instead 

of sign language which is delivered via e speak. We 

have provided necessary steps to resolve the problems 

of those masses. The motivation for a hand gesture 

recognition is to assist handicapped users. We can 

provide quality assistance to the physically challenged 

users, also for senior citizens by devising Image 

Processing techniques. It is manual operation. Persons 

actions are difficult to understand. Sometime person 

action or gestures are difficult to recognized as it is 

tough job. Then in that case communication getting 

difficult and more inconvenient. Conveying 

information to be take more time. It is difficult as well 

as very time consuming. These are main problems 

which create disturbance in communication.    
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II. LITERATURE SURVEY 

 

The literature survey is considered as a part of the 

work. It interference the queries related the 

improvement of work already done and clearly outline 

the development of the research projects. 

 

In this paper various technological developments 

that have improved the interaction among the deaf and 

nondeaf have been discussed. Two different strategies 

are drawn out in this paper. The first is using wearable 

communication devices such as gloves or using a 

touch screen device to communicate[1]. 

 

This paper focuses on bare hand gesture 

recognition system by proposing a scheme using a 

database-driven hand gesture recognition based upon 

skin color model approach and thresholding approach 

along with an effective template matching with can be 

effectively used for human robotics applications and 

similar other applications.. Initially, hand region is 

segmented by applying skin color model in YCbCr 

color space[2]. 

 

In this paper, author talk about the use of selective 

panel that depicts what a concern person want to 

communicate through various set of images stored  in 

it and then speak out using the device[3]. 

 

The proposed method uses a hierarchical CRF to 

detect candidate segments of signs using hand motions, 

and then a  BoostMap embedding method to verify  the  

hand shapes of  the  segmented signs. The proposed 

method  could  recognize signs from  signed  sentence 

data at a rate of 90.4%[4]. 

 

This paper presents the prototype of a low cost 

smart glove to improve the mobility of the visually 

impaired people. The glove is equipped with 

rangefinders to explore the surroundings: it provides a 

vibro-tactile feedback on the position of the closest 

obstacles in range by means of vibration motors[5]. 

 

This paper presents an approach to extract features 

by using Mel Frequency  Cepstral Coefficients (MFCC) 

from the speech signals of isolated spoken words. And, 

Hidden Markov Model (HMM) method is applied to 

train and test the audio files to get the recognized 

spoken word. The speech database is crea ted by using 

MATLAB[6]. 

 

In this  study  the letters and the  numbers  of the  

Turkish Sign Language  are  detected by using a data 

glove which  is  composed of  strain sensors,  a 

gyroscope and an accelerometer.  The sensors used on 

the glove are characterized, the design of the glove and 

the classification of the sensors’ data are explained[7]. 

In this paper author method uses a hierarchical CRF to 

detect candidate segments of signs using hand motions, 

and then a  BoostMap embedding method to verify  the  

hand shapes of  the  segmented signs    Experiments 

demonstrated  that the proposed method  could  

recognize signs from  signed  sentence data at a rate of 

90.4%[8].  

 

III. PROBLEM STATEMENT 

 

In existing system the module was developed for dumb 

person using flex  sensor, there user hand is attached 

with the flex sensors. On this module the flex sensor 

reacts on bend of each finger individually. By taking 

that value controller starts to react with speech, each 

flex sensor holds unique voice stored in APR Kit and 

for each sign it will play unique voice. And in other 

existing system, the work is done only for some 

alphabets and not for the words or sentences, and 

accuracy obtained is very low. The work focuses on 

finding a unique technique that aids the mute by letting 

them hear what is represented as text and it is achieved 

by the technique that captures the hand sign image 

through a web camera and converts the text available 

to voice signals.     

 

IV. DESIGN AND METHODOLOGY 

 

 Hardware & Software used: 

• Camera (USB 2.0 webcam)  

• Python 2.7 or above  

• Opencv 

• Tensorflow 

 

Design structure:  

 

 
Fig 1. System architecture 
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V. RESULT ANALYSIS 

 

 
Fig 2. Camera Captured Greyscale Image 

 

 
Fig 2. Contours Image 

 

 
Fig 4. Gesture analysis image 

 

VI. CONCLUSION 

 

The implementation of the proposed system aims to 

translate gestures into speech (voice). The scope of the 

project is to enhance the recognition capability for 

various lightning conditions and achieving more 

accuracy. Implementing and identifying the more 

number of gestures. The proposed system achieved the 

technique that takes the sign image through a web 

camera and applies to the image processing then 

analysis what exactly want to the mute people at end 

the text available to voice signals. All these three 

solutions were modulated to be in a single unique 

system. All these activities are coordinated using the 

Ubuntu system using python. The vocally impaired 

people are helped by the process in which the image to 

text and text to speech is given using machine learning. 

It would take sign language as input which would 

display result not only in the form of text, it would 

display the corresponding image. So By performing 

this project we were able to detect the hand gesture 

regonistion using Machine Learning and hence this 

project will help the mute and deaf people to 

communicate easily and express their thoughts and 

feeling to their loved once.   
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